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Find the slides, here



Getting to know my audience better
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Feel free to stop/correct me at any point during the session,
 

I am also still learning and would love feedbacks to improve.
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Target Audience

Structuring Machine Learning Project

1. Pre-requisites: 
1.1. Good Knowledge on Python Programming (as it is a dominant programming language for ML)
1.2. Laptop [Python, cuda installed]

2. Beginners to Machine Learning Research/Deployment

3. Students with decent general idea of ML Lifecycle, starting with code

4. Ones thinking to pursue a career in ML/AI (industry standard ML Project setup)



Session Expectations
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Not a 5 hour long ML Engine development

We are also not going to create systems that 
can detect cancers based images and 
revolutionize medical industry 
Or,
prompt chat-GPT to write code for us

Not a theoretical class

We are not going to discuss concepts here

Create a strong ML Project Codebase

Knowing better tools to organize our code, 
Make your code efficient

Create a Foundation

Pace might be a little fast, too much to cover



Learning Objectives
By the end of this session each student will be able to

1. Know about the requirements, use cases and applications of some of the industry’s standard 
project development tools

2. Properly structure their machine learning projects for:

2.1. Structured and Modular Code
2.2. Reproducibility (Replicate Results / Run Multiple Experiments at once)
2.3. Collaboration (Get to know multiple peoples in a team collaborate on a project)
2.4. Incremental Updates (Agile Methodology)
2.5. Maintenance (Code Refactoring / Documentations)
2.6. Efficiency (Code Organizations)
2.7. Shareability (with proper logs and event files)
2.8. Better Testing and Debugging

3. Puts you on a very good place with better coding habits/tools/styles/organization
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Notebooks (Jupyter/Colab)
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What we generally do?

1

Eureka

Find a revolutionary problem 
statement for ML research
Or
Basically, Your supervisor assigns you 
one

2

Brainstorming

Share with your friends, discuss 
with teammates, do feasibility 
study, 
Ask Question: Do we have data?
Ask Question: Is it worth it?
Ask Question: Can I do it?

3

Project Timelines (Gantt Charts)

Finalized.

Literature Review
Create Proposals, Presentations

START, Here we go

4

Start Coding

Find a reference notebook code

Open Google Colab

Start replicating
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Happy Phase with Colab

Pre-Installed Libraries, YES
Can be shared, YES
Also can write notes, YES
Free GPU, OHH YES
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Harsh Realizations

Limited Runtime, no

Not scalable (only small datasets), No

GPU is not enough, NO

Performance issues, freezes frequently, NOOO

No Deployment, minimal database, no API, 
SHITTTT



Notebooks Vs Python Files
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What happens in real world application?

1. Large Scale Production Projects
[Real world problems, production envs, software components like database, data 
source, backend APIs, debuggers]

2. Version Controls (github/gitlab/bitbucket)
[JSON file-format, merge conflicts (git diff), dynamic outputs]

3. Automated Deployment Pipelines (Reproduce/Deploy/Monitor)
[not built for it, interactive elements, widgets, input cells, user inputs, no workflows, 
docker integration]

[Hidden state: Arbitrary code order execution - varied output]

4. Testing (Unit/Integrity)
[no test concepts]
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Examples

Mask R-CNN for Object Detection and Image Segmentation 
(IEEE, 2018)[URL]

Federated Semi-Supervised Medical image Classification with Interclient Relation Matching 
(MICCAI, 2021) [URL]

Transformers Library 
(Hugging Face) [URL]

TensorFlowGAN (TF-GAN), Generative Adversarial Networks 
(NIPS, 2014) [URL]

https://github.com/matterport/Mask_RCNN
https://github.com/liuquande/FedIRM
https://github.com/huggingface/transformers
https://github.com/tensorflow/gan


We will explore ..
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Project

Structure 

Project 
structuring with 

cookiecutter

https://github.com/cookiecutter/cookiecutter 

A command-line utility that creates projects from boilerplate project templates

has a

Don't know the structure

Not always defined

Not always consistent

Don’t know the technical terms

python3 -m pip install --user cookiecutter

Installation

Cookiecutter Official Documentation

Cookiecutter Data Science, by drivendata

Data Science Cookiecutter Template by me

cookiecutter <github-link-to-boilerplate -template>

Run

https://github.com/cookiecutter/cookiecutter
https://cookiecutter.readthedocs.io/en/stable/
https://github.com/drivendata/cookiecutter-data-science
https://github.com/shresthakamal/ml-project-cookiecutter-template


Life Cycle of a ML Project
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Problem 
Definition

Data Collection

Data 
Pre-processing

Data Exploration 
and Analysis (EDA)

Feature 
Engineering

Model Selection and 
Training/Testing

Results and 
Evaluations

Model Validation and 
Interpretation

Documentation

Model 
Deployment

Model 
Re-Training

Model 
Maintenance

docs/requirement.md
docs/DatasetDescription.md

notebooks/
docs/analysis.md

data/raw
data/processed

api/app
api/templates
Dockerfile

src/dispatcher
src/train
src/test
tests/

src/data/make_data
src/features/build_features

src/visualizations
logs/
runs/

docs
README
references/

Makefile
run.sh
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Project

libraries / packages
(pandas, numpy, sklearn)

Version (0.1.0)

requires

Each of these packages has a 
Version == Changes

Poetry
https://python-poetry.org/docs/ 

Torch (<2.0.0) Sklearn (1.5.2)

Version (0.2.0) Version (0.2.5)

Sklearn (1.0.0)

Dependency

Incremental - - ->

https://python-poetry.org/docs/


What happens if you don’t manage dependency?

1. Reproducibility Issues 
[shared the same project with a friend but he is getting different results?]

2. Version Conflicts 
[Have you ever tried running a famous old projects (like Mask R-CNN) from github and faced an error “version conflict error” ]

3. Security Vulnerabilities
[unexpected errors and behaviours]

4. Reduced Productivity
[errors can be a time-consuming and frustrating process]

5. Deployment/Scalability Issues
[larger project,more packages, more dependencies to manage]
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Dependency Management with Poetry [URL]

python3 pip install poetry  poetry –version

Installation

poetry init

Initialization

poetry shell .venv

Activate the virtual environment

poetry config virtualenvs.in-project true poetry config –list

Create a local virtual environment

poetry install

Install Dependencies

source .venv/bin/activate

which python >> “/home/kamal/Downloads/acm-session/.venv/bin/python”

https://python-poetry.org/docs/basic-usage/


16

Installing third-party packages/libraries 

pip3 install numpy poetry –version

Installation with pip

poetry add numpy cat pyproject.toml

Installation with poetry

Virtual Environment (venv/conda)

Base Environment

Project Environment

base: system

acm-session

gans

cnn

<-->
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git init

git remote add origin git@github.com:shresthakamal/acm-session.git

git add . 
git commit -m “Initialize project”
git push origin master

Setup Git

Setup GitHub Project

Open git repository

Go to Projects Tab > New Project

Project Management Dashboard Alternatives: JIRA, Trello

List your tasks as issues to work on

Agile Methodology of  Project Development

Have you seen the Silicon Valley Scrum Board Scene?

Iterative, Incremental Approach to project development 
that emphasizes flexibility, collaboration and rapid 
output

Github Professional Development Tutorial

mailto:git@github.com
https://ooloo.io/project/github-flow
https://trello.com/b/Z8gYdvLh/acm-iith
https://miro.com/app/board/uXjVMVipbS8=/
https://acmiith.atlassian.net/jira/core/projects/FIRST/board
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Do you use tabs or spaces for indentation?

Do you do 4 space indentation or 2 space indentation?

Pre-commit Hooks
https://pre-commit.com/ 

Your Choice = Your Style

PEP8 = Python Style Guide

Google Style Guide

Airbnb Style Guide (javascript)

Food for thoughts:

1. Each organization defines their own style 
[style of coding, commit messages, formatters, linters]

2. You are working on a team, remember you code are/should be read by a lot of people

3. Imagine coming to the same code after one years, would you be able to understand 
your code then?

https://pre-commit.com/
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Pre-commit Hooks
https://pre-commit.com/ 

Unformatted Well Formatted

(naming conventions, docstrings, 
indentations, line lengths, type hints)

https://pre-commit.com/
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poetry add pre-commit  pre-commit -–version

Installation

git add . 
git commit -m “modify readme”
<---pre-commit gets activated now--->

git push origin master

Gets activated when committing code

pre-commit install

Install Pre-commit Hooks

Pre-commit Hooks
https://pre-commit.com/ 

https://pre-commit.com/hooks.html 

Sample:
https://gist.github.com/shresthakamal/34ff6
1afaf742828d83f58485f0cf76d 

Pre-commit are some checks (format, 
filesize, imports …) that you run before 
pushing your code into Github

gedit .pre-commit-config.yaml >> Paste sample hooks

Create pre-commit-config file

https://gist.github.com/shresthakamal/34ff61afaf742828d83f58485f0cf76d
https://pre-commit.com/
https://pre-commit.com/hooks.html
https://gist.github.com/shresthakamal/34ff61afaf742828d83f58485f0cf76d
https://gist.github.com/shresthakamal/34ff61afaf742828d83f58485f0cf76d


21

Pre-commit Hooks
https://pre-commit.com/ 

https://pre-commit.com/
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Jupyter Notebooks (SURPRISE, SURPRISE, The King is Back)
https://jupyter.org/ 

Problem 
Definition

Data Collection

Data 
Pre-processing

Data Exploration 
and Analysis (EDA)

Feature 
Engineering

Model Selection and 
Training/Testing

Results and 
Evaluations

Model Validation and 
Interpretation

Documentation

Model 
Deployment

Model 
Re-Training

Model 
Maintenance

Exploratory Data Analysis (EDA) flourishes 
with jupyter notebook

1. Cleaning Data
2. Visualizing Data
3. Extracting meaningful insights

Interactivity (widgets, user inputs, grades)

Documentation (markdown with code)

Easy Data Manipulation

Quick Prototyping

Online Courses (Automatic Code graders)
[nbgrader]

https://jupyter.org/


23

poetry add notebook  notebook -–version

Installation

jupyter notebook localhost:8888/tree

Activate Jupyter Notebook

Jupyter Notebooks (SURPRISE, SURPRISE, The King is Back)
https://jupyter.org/ 

Pandas NumPy
matplotlib

seaborn nbgrader

https://jupyter.org/
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Jupyter Notebooks 
https://jupyter.org/ 

https://jupyter.org/
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Jupyter Notebooks 
https://jupyter.org/ 

https://jupyter.org/
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Reflection

Any questions ?
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requirements:

   poetry export -f requirements.txt

install:

   pip3 install -r requirements.txt

tensorboard:

   tensorboard --logdir=lglutide/runs

app:

   python3 -m api.app

ngrok:

   ngrok http 5000

train:

   python3 -m acm_session.train --experiment 8

test:

   python3 -m acm_session.test --gpu 7

clean:

   rm -rf __pycache__ .pytest_cache   

When project builds on ….

Makefile:
“I got your back”

Problem: 
Can you remember all of those?

A lot of run commands to execute

You actually don’t have to

https://calmcode.io/makefiles/the-problem.html 

key1:

   <executable-command>

key2:

   <executable-command> 

make key1

make key1
Or

https://calmcode.io/makefiles/the-problem.html
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https://calmcode.io/makefiles/the-problem.html 

1. Create a filename called “Makefile”

2. Add keywords:commands pair

Initialization

https://calmcode.io/makefiles/the-problem.html
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WHY LOGGING?

1. Logging multiple experiment Hyperparameters 
[Did you ever run multiple experiments for an hour but 
forgot what parameters are used and had to re-run all the 
experiment?]

2. Unexpected Stoppage
[What happens while you are training your code, but 
suddenly power cuts off or the server gets disconnected?,

What are you currently doing now?]

3. Debugging and troubleshooting
[Helps you track down errors, from files, line numbers, on 
each steps]

4. Compliance
[Logging can also be required for compliance reasons, 
such as to meet regulatory or legal requirements]
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poetry add loguru  loguru -–version

Installation

from logger import logger

log_format = <define_your_log_format>

# print logs in terminal
logger.add(“logs.log”, format = log_format)

# print logs in a file
logger.add(“sys.stderr”, format=log_format)

Initialization

# Before

print("Time elapsed: %.2f min" % ((time.time() - start) / 60))

# After
logger.info("Time elapsed: %.2f min" % ((time.time() - start) / 60))

Usage: simply remove print with logger.info()



31

https://www.tensorflow.org/tensorboard/get_started 

Problem 
Definition

Data Collection

Data 
Pre-processing

Data Exploration 
and Analysis (EDA)

Feature 
Engineering

Model Selection and 
Training/Testing

Results and 
Evaluations

Model Validation and 
Interpretation

Documentation

Model 
Deployment

Model 
Re-Training

Model 
Maintenance

Model Training and Evaluations

[Plotting the following metrics using matplotlib]

1. Accuracy

2. Training and Testing Losses

3. F1 Scores

4. …

Web based real-time visualization tool for tracking, plotting, visualizing scalars, graphs, models and more.. 

https://www.tensorflow.org/tensorboard/get_started
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https://www.tensorflow.org/tensorboard/get_started 

Web based real-time visualization tool for tracking, plotting, visualizing scalars, graphs, models and more.. 

matplotlib tensorboard

https://www.tensorflow.org/tensorboard/get_started
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https://www.tensorflow.org/tensorboard/get_started 

poetry add tensorboard  tensorboard -–version

Installation

from torch.utils.tensorboard import SummaryWriter

# Before

losses = []
losses.append(loss)

# After

writer = SummaryWriter(“runs/”)
writer.add_scalar(y=loss, x=epochs)

Initialization

tensorboard –logdir=runs/

Launch tensorboard

https://www.tensorflow.org/tensorboard/get_started
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https://www.tensorflow.org/tensorboard/get_started 

Demo
Plotting GAN MNIST loss curves

https://www.tensorflow.org/tensorboard/get_started
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https://github.com/tmux/tmux/wiki 

tmux is a terminal multiplexer. 

It lets you switch easily between several programs in one terminal, detach them (they keep running in the background) and reattach them 
to a different terminal.

Solution:

What if I say, you can leave training your model on the server, close 
your laptop and come back later wards?

tmux with SSH

Problem:

Have you ever waited hours for a model training to complete so that 
you can get the results?

Have you waited for one experiment to complete so that you can run 
the next one?

https://github.com/tmux/tmux/wiki
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sudo apt-get install tmux

Installation

tmux ls

Listing all sessions

tmux attach -t <session_name>

Attaching a session

Ctrl+b d

Detaching a session

tmux new -s <session_name>

Creating a session
GPU

SSH Server

Remote Access

1. Create a session

2. Start Training
3. Detach the session 
(PID)

Remote Access

4. 
att

ac
h th

e s
es

sio
n (P

ID
)

5. 
Get 

re
su

lts

6. 
Dele

te 
th

e s
es

sio
n

over time…

Tmux kill-session -t <session_name>

Killing a session

Local Machine



What we explored …
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What we didn’t explore …
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Shoutouts
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ACM IITH Student Chapter TEAM

acm.chapter@cse.iith.ac.in

mailto:acm.chapter@cse.iith.ac.in


Any questions ?

You can find me at:

● Kamal Shrestha 

cs21mtech16001@iith.ac.in

shresthakamal.com.np/home

Thanks!
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Feedbacks

mailto:cs21mtech16001@iith.ac.in
http://shresthakamal.com.np/home

